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Do you know these two logos?

● Wikipedia: most successful large-scale online conversation
● Success not straightforward to replicate
● What can we learn from it?



WikiDisputes (De Kock and Vlachos, 2021)

A corpus of 7 425 disagreements on Wikipedia Talk pages

Hua et al., 2018

https://aclanthology.org/2021.eacl-main.173/


Predicting escalation

+ Escalation labels:
○ 201 Escalated
○ 7224 Not escalated*

*sub-sampled to correct for 
length imbalance



Wikipedia’s guidelines for 
dispute resolution follow 
Graham’s argument hierarchy
Is this what makes it work?

What we might be looking for?

Other options:
● Politeness
● Toxicity (lack of)
● Sentiment



Predicting escalation
Feature-based models
● Toxicity: Wulczyn et al. (2017)
● Sentiment: Liu et al. (2005)
● Politeness: Zhang et al. (2018)
● Collaboration: Niculae and 

Danescu- Niculescu-Mizil (2016)
● +Gradients: how features 

change in conversation
● Neural models with dialogue 

structure perform best

https://dl.acm.org/doi/abs/10.1145/3038912.3052591
https://dl.acm.org/doi/abs/10.1145/1060745.1060797
https://aclanthology.org/P18-1125/
https://aclanthology.org/N16-1070/
https://aclanthology.org/N16-1070/


A cherry picked example from our model



213 disputes 
annotated rebuttal 
and coordination 
tactics (De Kock et 
al. 2022)
Findings 
corroborate 
Wikipedia’s 
recommendation 
Improved escalation 
prediction

Graham’s Hierarchy on WikiDisputes

8

https://aclanthology.org/2022.emnlp-main.252/
https://aclanthology.org/2022.emnlp-main.252/


● Joint project with Open University, Sheffield and Toshiba
● Develop bots that help users engage with the “other side”

How do we encourage open minds?



Image source: GRA 0115, William Augustus Brewer Bookplate Collection, Special Collections, 
University of Delaware Library, Museums and Press, Newark, Delaware.

ArguBot: Today let’s discuss whether all 
humans should be vegan.
User: I disagree – it’s just not practical on a 
global level.
ArguBot: Veganism is necessarily flexible and, 
therefore, feasible for most people and 
circumstances. The Vegan Society’s definition 
of veganism is less rigid than people often 
assume, requiring only that Vegans remove 
animal products as far as …

Argument source: 
kialo.com



Image source: GRA 0115, William Augustus Brewer Bookplate Collection, Special Collections, 
University of Delaware Library, Museums and Press, Newark, Delaware.

ArguBot: Today let’s discuss whether all 
humans should be vegan.
User: I disagree – it’s just not practical on a 
global level.
ArguBot: Veganism is necessarily flexible and, 
therefore, feasible for most people and 
circumstances. The Vegan Society’s definition 
of veganism is less rigid than people often 
assume, requiring only that Vegans remove 
animal products as far as …

All humans should 
be vegan.

Main claim

A vegan society 
would have 

environmental 
advantages.

PRO

Veganism reduces 
suffering.

PRO
A global shift to 
veganism is not 

feasible.

CONTRA

...

CONTRA
Argument map source: 
kialo.com



Image source: GRA 0115, William Augustus Brewer Bookplate Collection, Special Collections, 
University of Delaware Library, Museums and Press, Newark, Delaware.

ArguBot: Today let’s discuss whether all 
humans should be vegan.
User: I disagree – it’s just not practical on a 
global level.
ArguBot: Veganism is necessarily flexible and, 
therefore, feasible for most people and 
circumstances. The Vegan Society’s definition 
of veganism is less rigid than people often 
assume, requiring only that Vegans remove 
animal products as far as …

argument 
database

dialogue
history

Adapted BART 
(Lewis et al., 2020)

BM25 
retrieva

l

Retrieval-Augme
nted Generation 
(RAG)-Sequence 
model (Lewis et al. 2020)

ArguBot chat 
contribution

All 
humans 
should 

be 
vegan.

Main 
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A vegan 
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would 
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mental 

advantag
es.

PRO

Veganis
m 

reduces 
suffering.

PRO

A global 
shift to 

veganism 
is not 

feasible.

CONTR
A

Pre-trained model (Shuster 

et al, 2021) finetuned on 
OUM Wizard-of-Oz 

dataset

https://proceedings.neurips.cc/paper/2020/hash/6b493230205f780e1bc26945df7481e5-Abstract.html
https://arxiv.org/abs/2104.07567
https://arxiv.org/abs/2104.07567


Image source: GRA 0115, William Augustus Brewer Bookplate Collection, Special Collections, 
University of Delaware Library, Museums and Press, Newark, Delaware.

Evaluation – Metrics

●Open-mindedness
○ the Ideological Turing test
○ proxy questions (Stanley et al. 2020):  do you believe your 

ideological opponent has good reasons for their position?

●Chat experience indicating the potential for engagement
○ engaging
○ clarity
○ consistency
○ not confusing
○ not frustrating
○ …

Brand, Brady and 
Stafford, 2025
preprint

https://www.sciencedirect.com/science/article/abs/pii/S002210312030370X
https://osf.io/preprints/psyarxiv/2e9wn_v3
https://osf.io/preprints/psyarxiv/2e9wn_v3


Image source: GRA 0115, William Augustus Brewer Bookplate Collection, Special Collections, 
University of Delaware Library, Museums and Press, Newark, Delaware.

Evaluation – Metrics

●Open-mindedness
○ the Ideological Turing test
○ proxy questions (Stanley et al. 2020):  do you believe your 

ideological opponent has good reasons for their position?

●Chat experience indicating the potential for engagement
○ engaging
○ clarity
○ consistency
○ not confusing
○ not frustrating
○ …

✅  Farag et al. (2022) 
 Findings of EMNLP

https://www.sciencedirect.com/science/article/abs/pii/S002210312030370X
https://aclanthology.org/2022.findings-emnlp.335/


Is dialogue helping us decide better?



Dual system

● System 1: Fast, biased

● System 2: Slow, rational

Various cognitive biases:

● Recency bias

● Confirmation bias

● etc.

Let’s take a look at reasoning



Wason (1968) card selection task

What do you think?

Individuals’ success rate: 10-20%

Small groups success rate?

80%! What makes groups work?

https://journals.sagepub.com/doi/10.1080/14640746808400161


Reasoning has evolved in the context of 
communication, not in isolation:
● arguments are made to help us justify 

ourselves and convince each other
● we are bad judges of our own 

arguments but good for the others

With a little help from my friends

Can we help groups function better?



Develop conversational agents that make deliberation better!

A different kind of dialogue agent:

● Doesn’t give answers
○ Even if it knows it
○ Often there is no right answer

● It helps people find them by probing

Deliberation Enhancing Bots (DEliBots)

https://www.delibot.xyz/


Improving deliberation?
moderation

reason

solution

Ask questions/probes for:
● moderation
● solutions
● reasons
Hypothesis: probing for reasoning 
makes a difference



● 500 groups, 2-5 persons (avg 3.16) (smaller group, fewer ideas)
● each group member submits responses at onboarding
● the group deliberates and members submit again
● no need for the group consensus but bonus for correct response

Data collection (Karadzhov et al. 2023)

Onboarding success rate: 11%
Success rate after deliberation: 33%

https://dl.acm.org/doi/10.1145/3610056


● Conversation length correlates positively but weakly
● Diversity of ideas matters, even if when they are wrong
● Probing for reasons correlates with diversity
● In 43.8% of the groups with the correct solution, no participant 

had chosen it initially

Findings (Karadzhov et al., 2024)

https://arxiv.org/abs/2402.01427


Group decision-making helps with:
● detecting AI-generated text (Lee et al, ICWSM 2026)
● solving chess problems 

We, humans, help each other well, 
can we use AI to support us in this?
WIP: results are not reliably positive yet

Does this happen in other contexts?

https://arxiv.org/abs/2503.04945


LLM-based dialogue agents can help us:

● promote active open minded thinking

● improve public discourse with facts

Caution is needed though:

● Hallucinations

● Sycophancy

● Conformity (Zhu et al. 2025)

Outlook

https://arxiv.org/abs/2410.12428


Conformity and LLMs



Conformity and LLMs



Conformity and LLMs



Questions?

andreas.vlachos@cst.cam.ac.uk


