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Questions
1. Does it even make sense to treat LLMs as “agents” that “have 

trustworthiness”?  

2. If we do query LLMs’ trustworthiness, what specific moral attributes 
of trustworthiness would we want them to exhibit?  

3. What would it take to design LLMs that actually have those 
attributes of moral trustworthiness?



Previous Studies: Some Findings
People ascribe a variety of capacities to robots  
‣ Little to no experience, moderate moral and social cognition, substantial 

reality interaction 

‣ Data on AI not yet available but reasonably predictable 

People explain robot behavior using reasons (mental states) 
‣ For robots, prefer belief over desire reasons and fewer direct mental state 

ascriptions  

70% of people consider robots and AI viable targets of blame 
‣ Blame robot more for inaction but less for authority deviation 

‣ Possible explanation for both cases: mindblind  
Malle et al. (2025).  People’s judgments of humans and robots in a classic moral dilemma. Cognition.
Malle et al. (2019). AI in the sky. Robots and well-being 

de Graaf & Malle (2019). People’s explanations of robot behavior. HRI Proceedings

Malle (2019).  How many dimensions of mind perception… CogSci Proceedings



Trust



What is Trust?
Starting Point:  “I trust you to do something” 

‣ the trustee’s future action has some benefit  
    but also puts the trustor at risk  

‣ the trustor accepts this risk because 

‣ they expect that the trustee will minimize the risk  
by virtue of certain relevant attributes of  
trustworthiness.

trustor trustee
Trust ≈ An expectation  

of trustworthiness



What is Trustworthiness?

Trust(worthiness) is multi-dimensional



Ullman, D. & Malle, B. F. (in preparation). Multi-dimensionality of 
human-robot trust.

Evidence for Multiple Dimensions
Previous work (ratings and sorting): 4D 
New Study (free sorting):  
‣ specific effort to include benevolence-related words 

‣ 41 trust-related words or phrases  

‣ open ended number of bins, unlabeled 

‣ asking people to label them at the end

Ullman, D. (2021). Developing a multi-dimensional model and measure of human-
robot trust. Ph.D. thesis, Brown University.



Results
74% created 4 or more categories 

People’s own labels reflected the 
hypothesized categories

2 3 4 5 6

First 5 Next 5 Next 5

Competent 29 Skilled 17 Capable 14

Dependable 23 Reliable 14 Responsible 14

Moral 30 Loyal 15 Ethical 11

Honest 28 Authentic 15 Candid 13

Caring 21 Kind 20 Benevolent 13



Co-Occurrence Patterns
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Replicates in multi-dimensional scaling, hierarchical cluster analysis, network analysis…
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Moral Trust

MDMT v2
bit.ly/scsrl

Dimensions of Perceived Trustworthiness

http://bit.ly/scsrl


MDMT v2
https://research.clps.brown.edu/SocCogSci/Measures/MDMT_v2.pdf

bit.ly/scsrlhttps://osf.io/dhfam/

http://bit.ly/scsrl
https://osf.io/dhfam/
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Dimension-Specific Trust Gain
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Trust Studies: Major Results
Trust responds to evidence specific to 2 factors and 5 dimensions  
‣ for humans, robots, AI 

Trust responds to justifications even under moral disagreement 
‣ for humans, robots 

Trust tracks teaching robots  
‣ very well calibrated to local and cumulative performance, task difficulty 

20% decline to judge robots on moral trustworthiness 
‣ the simpler they look (Chita-Tegmark et al., 2021) 

‣ the simpler they are
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Questions

Critical point: Whether people do 

Program of research: Conditions under which they do 

Examples: Communication modality and style, empathic language, 
training history, owner, social value or purpose, interaction history

1. Does it even make sense to treat LLMs as “agents” that “have 
trustworthiness”?



Questions

2. If we do query LLMs’ trustworthiness, what specific moral 
attributes of trustworthiness would we want them to exhibit?Proposal: The 3 moral dimensions 

(possibly also social-moral virtues like patience, modesty) 

Program of research: Conditions that “require” each dimension 

Examples: User’s goals, attitudes, assumptions; user’s vulnerabilities; 
role and context for both; system capacities

Ethical Transparent Benevolent



Questions

3. What would it take to design LLMs that actually have those 
attributes of moral trustworthiness?



Ethical dimension: Norm competence 
‣ represent community-specific, context-specific, graded norms 

‣ update norms from ongoing feedback 

Transparent dimension:  
‣ Self-monitoring, explaining, truthfulness 

Benevolent dimension: 
‣ Social manners, goals, perspective taking, empathy

LLMs???



Thank you
For references, see bit.ly/scsrl  
or email  bfmalle@brown.edu
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Behavior Trees as underlying control structure 
‣ Explicit, any context, at least ordinal, easily updated 

Ongoing project in which human teachers refine BT structures 
‣ Learning new actions, reprioritizing familiar actions, new contexts,…

Computational Framework


