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Reliance on Al: choose to adopt an Al output



Reliance on Al: choose to adopt an Al output

e Reliance is an observable action (in
contrast to trust)

* Rellance involves decision-making



Appropriate Reliance on Al: adopt Al outputs when
and only when the output is correct/desirable/“good”
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Table 1: Short and long-term impacts of overreliance on LLMs in two domains

Domain

Short-term

Long-term

Healthcare

Individual: Medical doctor follows incor-
rect Al diagnosis

Institutional: Hospital systems implement
Al diagnostics without adequate verifica-
tion protocols

Individual: Healthcare professionals ex-

perience cognitive deskilling and atrophy
of diagnostic abilities

Institutional: Medical departments re-
structure workflows around Al systems, re-

ducing human oversight

Personal ad-
vice

Individual: User accepts sycophantic or
biased relationship or career advice with-
out critical evaluation

Societal: Communities adopt similar Al-
generated advice, creating homogenized
decision patterns

Individual: Self-worth becomes derived
from AI companion approval [82]

Societal: Social norms shift toward algo-

rithmic validation of personal choices

Harms from overreliance:
 Poor human-Al performance
* Deskilling
 Homogenization

 Loss of human agency

* Threats to wellbeing

» |nfrastructural vulnerabillities

» Shifting social norms

Ibrahim et al. Measuring and mitigating overreliance is necessary for building human-compatible Al



Lessons from HCI Research: Background

 Much of the research happened pre-LLM, focusing on predictive/

classification systems for decision-support
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Assumptions In reliance on decision-support classification systems:
e “(Good”=correct, based on known ground truth
e Relilance Is a binary decision



Measurement of Appropriate/Inappropriate Reliance

Reject A Adopt Al Appropriate reliance= P(agree
EEE—— with Al |Al correct)
Correct Al éUnderre\iance Appropriate _ _
Output | Reliance Underreliance= P(disagree

with Al |Al correct)

Incorrect Al APpPropriate

. Overreliance
Output non-Reliance

Overreliance= P(agree with Al|
Al incorrect)



Lessons from HCI Research: Background

 Much of the research happened pre-LLM, focusing on predictive/
classification systems for decision-support

e Reliance Is often studied as a behavioral measure of human-Al interaction
(e.g. comparing the effect of some Al system features)

 Meta-analysis and theorizing is somewhat limited, but efforts are emerging



Lesson 1: Al system features to mitigate overreliance
often do not work well, and sometimes backfire



Agreement Fraction

None 60% 70% 90% 95%
Stated Accuracy
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None 60% 70% 90% 95%
Stated Accuracy

Yin et al. Understanding the effect of accuracy on trust in machine learning models. CHI 2019.



Performance indicator does

nO.t help dIStInQUISh COrreCt The system's accuracy is 75%, and it chooses to reject this application
Vv.S. Incorrect Al outputs, nor

mitigating overreliance
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Delta variant and somewhat more effective against earlier variants [53]). *
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He et al. How stated accuracy of an Al system and analogies to explain accuracy affect human reliance on the system. CSCW 2023



Uncertainty helps with
appropriate reliance: relying
more on cases with high
certainty to be correct

However, the Iimprovement Is
limited if human and Al’s
uncertainty overlaps (which
happens often)
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Zhang et al. Effect of confidence and explanation on accuracy and trust calibration in Al-assisted decision making. FAccT 2020



Q. Is Spironolactone an FDA-approved drug for treating acne?

Yes, Spironolactone is an FDA-approved drug for treating acne. It is primarily used
Not uncertain in medicine to treat heart failure and high blood pressure but doctors sometimes
prescribe it for acne as well [1, 2, 3, 4].

. I'm not sure, but my guess is Spironolactone is an FDA-approved drug for treating

Uncertain in the SN : - : :

first-person perspective acne. Itis pnmanlx usedin qu:qne to treat heart failure and high blood pressure
pe persp but doctors sometimes prescribe it for acne as well [1, 2, 3, 4].

Uncertain in the There is uncertainty, but it seems like Spironolactone is an FDA-approved drug
| ti for treating acne. It is primarily used in medicine to treat heart failure and high
general perspective blood pressure but doctors sometimes prescribe it for acne as well [1, 2, 3, 4].

Accuracy

Alw/o  Uncertainty Uncertainty
uncertainty 1st general

No Al

Kim et al. " I'm Not Sure, But...": Examining the Impact of Large Language Models' Uncertainty Expression on User Reliance and
Trust. FaccT 2024




(Feature-based) explanations
do not improve appropriate
rellance, even increase
overreliance

Because it is challenging to detect “error
signhals” from explanations: people may
not have the motivation or ability to
engage; and explanation can be
disruptive and distracting (so more like
justifying model’s reasoning)
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(a) Feature-based explanation for income prediction.
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~ has a degree in education from Kent State University with a major in hearing impaired, Special Education, K-12.
has also done work in the Masters of Education Program at Kent State. has been involved in the preschool as a
parent and has many years of [gaghi@icxperience working with young children.

Al Prediction: teacher

(c) Feature-based explanation for biography classifi-
cation.

Chen et al. Understanding the role of human intuition on reliance in human-Al decision-making with explanations. CSCW 2023
Bansal et al. Does the Whole Exceed its Parts? The Effect of Al Explanations on Complementary Team Performance. CHI 2021



Lesson 2: Reliance on Al is also influenced by
many individual and contextual factors



Common Factors Influencing Reliance Studied in HCI Literature

e Domalin expertise and self-confidence reduce overall Al reliance.

* More problematic is when people have unjustified self-confidence
(Dunning-Kruger effect), leading to elevated underreliance

e Low Al literacy increases rellance and overreliance, especially when
being presented with “Al capability cues”

o Stakes influence people’s reliance update after encountering Al
errors

o Cognitive styles (e.g. Need for Cognition) mediate reliance update
from Al information (e.g., explanations)

(Bucinca et al. 2021; He et al 2023; Ehsan et al., 2024; Freel et al., 2025)



Decision-Theoretical Modeling of Reliance

EU(rely) = PmR -(1-Pm)LL
EU(not rely) = PhR - (1-Ph)LL

o Pm: cstimated probability of
model being correct

o Ph: estimated probabillity of
human (oneself) being correct

e R, L: payoft scoring of reward
and loss

(Want et al., 2022; Guo et al., 2023)



Decision-Theoretical Modeling of Reliance

EU(rely) = PmR - (1-Pm)LL

EU(not rely) = PR - (1-Ph)L_ Why does inappropriate
reliance (overreliance,
e Pm: estimated probability of underreliance) happen?
model being correct
e Ph: estimated probability of Because of errors and
human (oneself) being correct hoises in Pm, Ph. or R/L.

e R, L: payoft scoring of reward
and loss



Decision-Theoretical Modeling of Reliance

e |ndividual factors such as Al

EU(rely) = PmR - (1-Pm)L literacy influence base Pm

EU(not rely) = PhR - (1-Ph)LL
 Users update Pmfrom seeing Al
e Pm: estimated probability of information and system features

model being correct  However, individual and

contextual factors (e.g. cognitive
style, time pressure) mediate the
update of Pm from seeing Al
information



Decision-Theoretical Modeling of Reliance

EU(rely) = PmR L(I'Pm)Lh * Individual factors such as self-
EU(not rely) = PhR - (1-Ph)L. confidence influence base Ph

* Often ignored, but people also
update Ph during interaction with

_ - . Al, including being impaired by
h
* Ph: estimated probability of Al’s errors and uncertainty (Li et

human (oneself) being correct al., CHI 2025)



Decision-Theoretical Modeling of Reliance

EU(rely) = PmR - (1-Pm)LL

— PR - (1-Ph
EU(not rely) = PR - (1-Ph)L » Individual and contextual factors

(e.g. stakes, risk tolerance) that
influence payoff scoring can also
iInfluence reliance

e R, L: payoft scoring of reward
and loss



Takeaways

* Approaches to facilitate appropriate reliance or mitigate inappropriate
require careful empirical studies

* Faclilitating appropriate reliance is hard because people’s reliance
decisions can be influenced by numerous system, individual and
contextual factors

 Modeling reliance is a promising direction, both to offer a more principled
understanding on why inappropriate reliance happens, and predict more
precisely when that may happen to deliver targeted interventions



Measuring and mitigating overreliance is necessary for
building human-compatible Al
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Abstract

Large language models (LLMs) distinguish themselves from previous technologies
by functioning as collaborative “thought partners,” capable of engaging more
fluidly in natural language. As LLMs increasingly influence consequential
decisions across diverse domains from healthcare to personal advice, the risk of
overreliance — relying on LLMs beyond their capabilities — grows. This position
paper argues that measuring and mitigating overreliance must become central to
LLM research and deployment. First, we consolidate risks from overreliance at
both the individual and societal levels, including high-stakes errors, governance
challenges, and cognitive deskilling. Then, we explore LLM characteristics,
system design features, and user cognitive biases that — together — raise serious
and unique concerns about overreliance in practice. We also examine historical
approaches for measuring overreliance, identifying three important gaps and
proposing three promising directions to improve measurement. Finally, we propose
mitigation strategies that the Al research community can pursue to ensure LLMs
augment rather than undermine human capabilities.



write me a cover letter opening for HCI phd application

Got it — here are three different opening paragraph options you could use in your HCI PhD application

cover letter, depending on the tone you want:

1. Research-Driven Opening (formal/academic)
| am applying to the PhD program in Human-Computer Interaction at [University Name] to pursue

® 1 J)
research at the intersection of [specific subfields, e.g., Al-driven interaction, accessibility, and user- ( ’ n ( & ra - p u r p O S( >

centered design]. With a background in [your field] and research experience in [brief research area], | aim

to design and study interactive systems that not only advance technical innovation but also improve how .

diverse communities engage with technology. eC n O O g y S e rV I n g C O I I l p eX
| |

2. Passion + Motivation Opening (personal/narrative) a n d d I Ve rS e u S e C aS eS

From m*’ firet AvinAar innAan lAAaciAanina AadinAa A chiidhviina A cvicetAarm laraiaat] that clhanmAadA A nAaAnlA

interact

d wel for a research-driven opening, should | mention my publications?
and we

* Highly interactive

[specifi Yes — in a research-driven opening, briefly signaling your publications can strengthen your positioning

leverag as a prepared researcher.

| « [f you already have multiple publications (especially peer-reviewed in HCI, CHI, CSCW, Ubicomp,
etc.), it's worth signaling that upfront — it shows you're already contributing to the field. ® C O m p I eX O ut p ut S p aC e
» If you have one or two publications or works-in-progress, you can still mention them, but keep it
concise in the opening and expand later in the body.

» If you don't yet have publications, it's better to highlight your research experience, methods

expertise, or impactful projects, and then mention publications only if they add credibility.

Here's how you could phrase it in a research-driven opening:

» With publications in [venue(s)], my research explores [topic], and | am eager to expand this work
through doctoral study in Human-Computer Interaction at [University Name].

» Building on my research in [area], including a recent publication in [venue], | aim to investigate
[topic/focus] during my PhD.

» My work on [topic] has resulted in [publication outcome], which motivates my application to the

HCI PhD program at [University Name].

This way, you establish yourself as a researcher from the very first paragraph, without overloading the

opening with details. J
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¢ Rellance cannot be seen as a binary decision
¢ Rellance may Involve many actions and interactions



Completely Inspired by Inspired by Adopt some Selectively Completely
reject a sub-point the themes then edit adopt adopt

¢ Rellance cannot be seen as a binary decision
¢ Rellance may involve many actions and interactions

How to measure reliance without intensive behavior
tracking and generalizable to different LLM use cases”



Gorrect Good
LLM Output

lrcorrect Bad
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Good/bad in what way”? To Whom??

How to define appropriate and inappropriate reliance”?
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Gorrect Good
LLM Output

reorrect Bad
LLM Output

Defining output goodness hence appropriate reliance may be a
“wicked problem”:

e Different stakeholders may have different definitions due to value differences
* There might not be one single “correct” way to resolve the value differences



Future Directions for Facilitating Appropriate Reliance in the LLM Era

Define and measure user reliance without intensive behavior tracking

Develop approaches to define appropriate reliance based on
context-specific stakeholder values

Design and empirically study system features that facilitate
appropriate reliance

Understand what system, individual, and contextual factors may
iInfluence LLM reliance

Develop predictive models to deliver targeted and preventive
Interventions



Thank YOU!
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Stage 1: Making Stage 2: Making the same/
decisions on one’s own similar decision with Al

Reliance measurement by Switch fraction= P(switched to
agree with Al | total disagreement)

Appropriate reliance= P(switched to agree with Al |
disagreement while Al correct)



