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Reliance on AI: choose to adopt an AI output



Reliance on AI: choose to adopt an AI output
• Reliance is an observable action (in 

contrast to trust) 
• Reliance involves decision-making



Appropriate Reliance on AI: adopt AI outputs when 
and only when the output is correct/desirable/“good”
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Ibrahim et al. Measuring and mitigating overreliance is necessary for building human-compatible AI


Harms from overreliance:


• Poor human-AI performance


• Deskilling 


• Homogenization


• Loss of human agency


• Threats to wellbeing


• Infrastructural vulnerabilities


• Shifting social norms


• …



Lessons from HCI Research: Background

• Much of the research happened pre-LLM, focusing on predictive/
classification systems for decision-support



Correct AI 
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Adopt AIReject AI
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Output

Assumptions in reliance on decision-support classification systems: 
• “Good”=correct, based on known ground truth 
• Reliance is a binary decision 

Underreliance Appropriate Reliance

Appropriate non-Reliance Overreliance



Measurement of Appropriate/Inappropriate Reliance

Appropriate reliance= P(agree 
with AI |AI correct)

Underreliance= P(disagree 
with AI |AI correct)

Overreliance= P(agree with AI| 
AI incorrect)
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Reliance

Appropriate 
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Lessons from HCI Research: Background

• Much of the research happened pre-LLM, focusing on predictive/
classification systems for decision-support


• Reliance is often studied as a behavioral measure of human-AI interaction 
(e.g. comparing the effect of some AI system features)


• Meta-analysis and theorizing is somewhat limited, but efforts are emerging



Lesson 1: AI system features to mitigate overreliance 
often do not work well, and sometimes backfire



Performance indicator 
calibrates overall reliance


But the effect are diluted 
after people experience the 
actual performance

Yin et  al. Understanding the effect of accuracy on trust in machine learning models. CHI 2019.



Performance indicator does 
not help distinguish correct 
v.s. incorrect AI outputs, nor 
mitigating overreliance


“Interpretation support” to 
help people understand the 
performance indicator does 
not help 

He et al. How stated accuracy of an AI system and analogies to explain accuracy affect human reliance on the system. CSCW 2023



Uncertainty helps with 
appropriate reliance: relying 
more on cases with high 
certainty to be correct


However, the improvement is 
limited if human and AI’s 
uncertainty overlaps (which 
happens often)


Zhang et al. Effect of confidence and explanation on accuracy and trust calibration in AI-assisted decision making. FAccT 2020
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Also, how uncertainty is 
communicated can vary the effects 
on appropriate reliance significantly


Kim et al. " I'm Not Sure, But...": Examining the Impact of Large Language Models' Uncertainty Expression on User Reliance and 
Trust. FaccT 2024



(Feature-based) explanations 
do not improve appropriate 
reliance, even increase 
overreliance


Because it is challenging to detect “error 
signals” from explanations: people may 
not have the motivation or ability to 
engage; and explanation can be 
disruptive and distracting (so more like 
justifying model’s reasoning)

Chen et al. Understanding the role of human intuition on reliance in human-AI decision-making with explanations. CSCW 2023 
Bansal et al. Does the Whole Exceed its Parts? The Effect of AI Explanations on Complementary Team Performance. CHI 2021 



Lesson 2: Reliance on AI is also influenced by 
many individual and contextual factors



Common Factors Influencing Reliance Studied in HCI Literature

• Domain expertise and self-confidence reduce overall AI reliance.  
• More problematic is when people have unjustified self-confidence 

(Dunning-Kruger effect), leading to elevated underreliance  
• Low AI literacy increases reliance and overreliance, especially when 

being presented with “AI capability cues” 
• Stakes influence people’s reliance update after encountering AI 

errors 
• Cognitive styles (e.g. Need for Cognition) mediate reliance update 

from AI information (e.g., explanations)  
• …

(Bucinca et al. 2021; He et al 2023; Ehsan et al., 2024; Freel et al., 2025) 



Decision-Theoretical Modeling of Reliance 

EU(rely) = PmR -(1-Pm)L
EU(not rely) = PhR - (1-Ph)L

• Pm: estimated probability of 
model being correct 

• Ph: estimated probability of 
human (oneself) being correct 

• R, L: payoff scoring of reward 
and loss

(Want et al., 2022; Guo et al., 2023)



Decision-Theoretical Modeling of Reliance 

Why does inappropriate 
reliance (overreliance, 
underreliance) happen? 


Because of errors and 
noises in Pm, Ph, or R/L.

EU(rely) = PmR - (1-Pm)L
EU(not rely) = PhR - (1-Ph)L

• Pm: estimated probability of 
model being correct 

• Ph: estimated probability of 
human (oneself) being correct 

• R, L: payoff scoring of reward 
and loss



Decision-Theoretical Modeling of Reliance 

• Individual factors such as AI 
literacy influence base Pm


• Users update Pm from seeing AI 
information and system features


• However, individual and 
contextual factors (e.g. cognitive 
style, time pressure) mediate the 
update of Pm from seeing AI 
information

EU(rely) = PmR - (1-Pm)L
EU(not rely) = PhR - (1-Ph)L

• Pm: estimated probability of 
model being correct 

• Ph: estimated probability of 
human (oneself) being correct 

• R, L: payoff scoring of reward 
and loss



Decision-Theoretical Modeling of Reliance 

• Individual factors such as self-
confidence influence base Ph


• Often ignored, but people also 
update Ph during interaction with 
AI, including being impaired by 
AI’s errors and uncertainty (Li et 
al., CHI 2025)

EU(rely) = PmR - (1-Pm)L
EU(not rely) = PhR - (1-Ph)L

• Pm: estimated probability of 
model being correct 

• Ph: estimated probability of 
human (oneself) being correct 

• R, L: payoff scoring of reward 
and loss



Decision-Theoretical Modeling of Reliance 

• Individual and contextual factors 
(e.g. stakes, risk tolerance) that 
influence payoff scoring can also 
influence reliance 


EU(rely) = PmR - (1-Pm)L
EU(not rely) = PhR - (1-Ph)L

• Pm: estimated probability of 
model being correct 

• Ph: estimated probability of 
human (oneself) being correct 

• R, L: payoff scoring of reward 
and loss



Takeaways

• Approaches to facilitate appropriate reliance or mitigate inappropriate 
require careful empirical studies


• Facilitating appropriate reliance is hard because people’s reliance 
decisions can be influenced by numerous system, individual and 
contextual factors  

• Modeling reliance is a promising direction, both to offer a more principled 
understanding on why inappropriate reliance happens, and predict more 
precisely when that may happen to deliver targeted interventions  



Facilitating appropriate 
reliance in the LLM era: 
What are the new 
challenges?



• “General-purpose” 
technology serving complex 
and diverse use cases


• Highly interactive


• Complex output space


• …



Completely 
adopt

Completely 
reject

Inspired by 
a sub-point

Selectively 
adopt… Adopt some 

then edit
Inspired by 
the themes

• Reliance cannot be seen as a binary decision 
• Reliance may involve many actions and interactions 

LLM
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then edit
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• Reliance cannot be seen as a binary decision 
• Reliance may involve many actions and interactions 

How to measure reliance without intensive behavior 
tracking and generalizable to different LLM use cases?

LLM

Selectively 
adopt



Correct Good 
LLM Output

Incorrect Bad 
LLM Output

Good/bad in what way? To Whom? 
How to define appropriate and inappropriate reliance?

LLM



Job seekers Employers

Competitors

Is it appropriate to rely on an 
LLM to write the cover letter?

Persuasiveness ,
coherence…

Factuality, 
transparency…

Fairness 

LLM



Defining output goodness hence appropriate reliance may be a 
“wicked problem”:

• Different stakeholders may have different definitions due to value differences

• There might not be one single “correct” way to resolve the value differences 

Correct Good 
LLM Output

Incorrect Bad 
LLM Output



Future Directions for Facilitating Appropriate Reliance in the LLM Era

• Define and measure user reliance without intensive behavior tracking

• Develop approaches to define appropriate reliance based on 

context-specific stakeholder values

• Design and empirically study system features that facilitate 

appropriate reliance

• Understand what system, individual, and contextual factors may 

influence LLM reliance 
• Develop predictive models to deliver targeted and preventive 

interventions



Thank YOU! 



Correct

Incorrect

Stage 1: Making 
decisions on one’s own

Stage 2: Making the same/
similar decision with AI

Reliance measurement by Switch fraction= P(switched to 
agree with AI | total disagreement)

Appropriate reliance= P(switched to agree with AI |
disagreement while AI correct)


